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a b s t r a c t

Inverse modelling is a key step in groundwater-related hydrological studies. Several inversion techniques
were developed during the last decades, but hardly any comparison between them was presented. We
compare seven modern inverse methods for groundwater flow: the Regularised Pilot Points Method (both
the estimation, RPPM-CE, and the Monte Carlo (MC) simulation variants, RPPM-CS), the MC variant of the
Representer Method (RM), the Sequential Self-Calibration Method (SSC), the Moment Equations Method
(MEM), the Zonation Method (ZM) and a non-iterative Semi-Analytical Method (SAM). These methods are
applied to a two-dimensional synthetic example, depicting steady-state groundwater flow around a
pumping well. Their relative performance is assessed in terms of their ability to characterise the log-
transmissivity and hydraulic head fields and to predict the extent of the well catchment, both for a mildly
and a strongly heterogeneous transmissivity field. The main conclusions drawn from the comparison are:
(1) MC-based methods (RPPM-CS, SSC and RM) yield very similar results, regardless the degree of heter-
ogeneity and despite they use different parameterisation schemes and objective functions; (2) statistical
moments of the target quantities provided by MEM and RPPM-CE are similar to those of MC-based meth-
ods; (3) ZM and SAM are negatively affected by strong heterogeneity; and (4) in general, observed differ-
ences between the performances of all methods are not very large. MC-based inverse methods need
considerably more CPU time than the other tested approaches. An advantage of MC-based methods is that
they allow computing the posterior probability distribution of the target quantities, which can be directly
fed to probabilistic risk-assessment procedures.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Inverse modelling is an important and necessary step in hydro-
geological studies (e.g., [106]). In broad terms, inverse modelling
(also termed history matching, scanning or tomography, amongst
other synonyms) refers to the process of gathering information
on the model and/or its parameters from (historical) measure-
ments of what is being modelled [31]. Modelling groundwater flow
and mass transport in permeable media is affected by different
sources of uncertainty. Amongst these, we list: (i) conceptual
uncertainties (including model uncertainties and incomplete
knowledge of the dominant processes defining the governing equa-
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tions of natural phenomena); (ii) measurement uncertainties and
(iii) parameter uncertainties. The latter are linked to the spatial
variability of hydraulic properties. The literature on groundwater
inverse modelling mostly focuses on the estimation of parameters
and its underlying uncertainty. One reason for this is the belief of
some modellers that parameter uncertainty is the most relevant
factor affecting mass transport predictions (e.g., [117]). A second
reason is that conceptual uncertainties are difficult to be forma-
lised in a rigorous mathematical framework [109,138]. This and
the strong focus on aquifer characterisation, contamination and
remediation have stimulated major developments of inverse mod-
elling techniques during the last decades. Yet, hardly any compar-
isons between either available or newly developed techniques
have been published. Existing comparisons by Zimmerman et al.
[142] and Keidser and Rosbjerg [77] date to the nineties.

We present a comparison of seven inverse methods for aquifer
characterisation. The main focus is on parameter uncertainty.
However, it is emphasized that properly addressing conceptual
and measurement uncertainties is of high relevance to produce
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meaningful groundwater modelling efforts (e.g., [100,138]). The
paper is organised as follows. First, an overview of modern devel-
opments in inverse modelling is presented which highlights the
need for our comparison work. Section 2 establishes a general the-
oretical framework for inverse modelling, within which we cast the
inverse methods analysed. Section 3 describes the two synthetic
examples used in this comparison. Section 4 introduces the com-
parison criteria. Sections 5 and 6, respectively, present the results
of the comparison study and a discussion about the salient features
identified in this work. Finally, some conclusions are given in Sec-
tion 7.

1.1. Literature overview

The large body of literature devoted to inverse modelling in
hydrogeology has favoured the publication of numerous state-of-
the-art articles [29,31,40,81,93,140]. Thus, this paper is not aimed
at establishing a new one. Yet, for the sake of completeness, we
present a brief (and therefore non-exhaustive) summary of the lit-
erature on inverse modelling.

Incorporating spatial variability of the unknown aquifer proper-
ties into a (predictive) forward model is usually accomplished by
conditional estimation (e.g., variants of kriging) or simulation
(based on available information on such properties [42]). Geosta-
tistical direct methods typically make use of two-points statistical
measures (i.e., variograms). This stems from the fact that parame-
ters such as the (natural) logarithm of hydraulic conductivity are
often considered as multi-Gaussian random functions. This is sup-
ported by statistical analysis of field data (or some suitable trans-
form), which often display a Gaussian behaviour. In addition,
multi-Gaussian models are parsimonious (i.e., defined simply by
an expected value and a covariance function). Unfortunately, inde-
pendent univariate Gaussian distributions do not warrant a multi-
Gaussian model [54]. A Gaussian model fails to reproduce connec-
tivity features of hydraulic properties, because the spatial continu-
ity of their extreme values is minimal (i.e., the model maximises
entropy). Thus, multi-Gaussian models do not allow characterising
geological settings presenting curvilinear ‘crispy’ geometries (e.g.,
braided channels, river beds) unless their geometry is not very
sophisticated and/or the information content of measurements of
dependent state variables (e.g., hydraulic heads, concentrations,
fluxes) is sufficiently adequate to identify connectivity patterns
(e.g., [4,78,96]).

To overcome these limitations, one needs to use an approach
that integrates direct stochastic methods capable of accommodat-
ing such geometries explicitly. Such methods were reviewed by de
Marsily et al. [41]. Examples are the Boolean method [60], the
sequential indicator simulation method [51], the truncated plurig-
aussian method [88], the method of transition probabilities [25]
and Multiple-Point (MP) geostatistics [58,73,120]. These works
were devoted to the simulation of geological structures accounting
only for direct observations of lithology and correlated soft data
arising, e.g., from geophysics. MP geostatistics is embedded in
the Probability Perturbation Method [20,21,72], a novel technique
capable of accommodating heads as conditioning data. Inversion
methods that do not rely on the multi-Gaussian assumption in-
clude the conditional probabilities method [24] and the gradual
deformation method, that is applied to truncated plurigaussian
[71] and Boolean models [75]. The Sequential Self-Calibration
Method (SSC; [53,114]) was extended to invert lithofacies distribu-
tions from state variable data within the framework of truncated
Gaussian simulation [136].

Different methods were developed in the context of (multi-
Gaussian) inverse modelling to further condition hydrogeological
models on dependent state variables. In general, inverse modelling
develops according to three main steps. First, a conceptual model
of the aquifer is proposed (conceptualisation). Second, unknown
aquifer properties are defined in terms of a number of model
parameters, desirably keeping the ability to reproduce spatial var-
iability (parameterisation). Finally, most inverse methods obtain
optimum values of model parameters by minimising a suitable
objective function (optimisation/parameter calibration). The latter
quantifies the difference between model outputs and available
information. While the last two steps are clearly different, one
can find little distinction in the literature between inverse methods
and parameterisation techniques. We use both terms interchange-
ably in this section. Yet, Section 2 establishes a clear distinction
between parameterisation and inversion. Amongst the methodolo-
gies devoted to inversion, the Pilot Points Method [38] is a flexible
and widely-spread technique [39,85,108,133]. The Pilot Points
Method assumes that the spatial distribution of the unknown
aquifer property is expressed as the superposition of two fields: a
deterministic initial guess, conditioned to the direct measurements
of the property (traditionally log-hydraulic conductivity), and an
uncertain perturbation, which further conditions the model to
dependent state variables (traditionally hydraulic heads). This
uncertain residual is a linear combination of model parameters
(i.e., the value of the hydraulic property at a set of so-called ‘pilot
points’). In the original formulation by de Marsily [38], only heads
were considered as conditioning data for optimisation. It is now
known that this may lead to instability of the inverse problem
due to over-parameterisation [35]. Adding a regularisation term
to the objective function helps to alleviate this problem
[43,82,125,126]. A recent modification by Alcolea et al. [4] included
model plausibility in the calibration through a regularization/plau-
sibility term. This penalises large departures of model parameters
from their prior estimates. We will refer to this method as RPPM-
CE. Another geostatistical approach to the inverse problem is the
linearised co-kriging method. This was originally formulated by
Kitanidis and Vomvoris [79] and further developed by Dagan
[37], Yeh et al. [139], Kitanidis [80] and Li [89]. The linearised
co-kriging method accounts for uncertainties on variogram param-
eters. Carrera and Neuman [26,27] proposed Maximum Likelihood
estimation using an iterative approach, known popularly as Zona-
tion Method (ZM). This approach is able to handle strongly nonlin-
ear problems and allows considering uncertainties of the external
forcing terms (e.g., recharge, sink/source terms) by including them
as additional model parameters. ZM also accommodates concep-
tual model uncertainties [28], including those of variogram param-
eters, by considering suitable model discrimination criteria
[2,3,61,76,95,110,115,138]. Carrera and Glorioso [30] showed that
the linearised co-kriging is a particular case of ZM if the latter is
stopped after the first iteration. Woodbury and Ulrych [137] pro-
posed a full-Bayesian approach to the groundwater flow inverse
problem. The method explicitly incorporates conceptual uncertain-
ties on the variogram model and its parameters. The aforemen-
tioned conditional estimation methods [26,27,79,137] are also
able to handle measurement uncertainty. These obtain a ‘single
best’ solution conditioned to available measurements and are
based on deterministic equations governing flow and transport.
The most important drawbacks of a ‘single best’ solution are two.
First, the estimated aquifer property is more smoothed than it is
in reality, thus leading to biased contaminant transport predictions
[7]. Second, a ‘single best’ solution does not allow evaluating the
inherent uncertainty. The hybrid regularised inversion methodol-
ogy [127] obtains a ‘single best’ solution (including uncertainty
estimates) that also displays details of small-scale variability.
Vermeulen et al. [132] solve the inverse problem in a reduced
space, maintaining only a limited number of leading eigenvectors
of the covariance matrix (i.e., a small set of meaningful parame-
ters). This technique, also known as singular value decomposition,
has been further developed by Christensen and Doherty [33]. A
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‘single best’ estimate, together with an estimate of the lower
bound of the posterior covariance matrix of model parameters, al-
lows the statistical sampling of equally likely stochastic realisa-
tions [123,124]. However, in the authors’ opinion, these
stochastic realisations underestimate the true uncertainty (espe-
cially for strongly heterogeneous fields) and need not honour con-
ditioning measurements.

Following a different perspective, Monte Carlo (MC) methods
were devised to generate equally likely solutions to the inverse
problem, termed realisations. Each realisation displays a natural
variability reminiscent of that observed in the field and is condi-
tioned to both direct measurements of aquifer properties and
dependent state variables. As such, MC methods lean on a stochas-
tic interpretation of the governing deterministic equations. The
current trend is to apply MC-based inverse methods to increasingly
complex subsurface flow and mass transport models. Amongst
these methods, we mention the Sequential Self-Calibration (SSC)
Method. SSC was originally proposed by Sahuquillo et al. [114]
and Gomez-Hernandez et al. [53] and further extended to transient
inversion, including the joint calibration of transmissivity and stor-
age coefficient [62], the three-dimensional inverse modelling of
fractured media [64] and the coupled inversion of flow and trans-
port [65]. The Pilot Points Method was reformulated in a MC frame-
work [86] and was modified to handle three-dimensional transient
flow problems in the presence of fractures [87]. Recently, Alcolea
et al. [5] extended the RPPM-CE to a MC framework and stressed
the need to account for optimum model plausibility also in this
context. We will here refer to this method as RPPM-CS. The Repre-
senter Method (RM) was proposed in the oceanographic literature
[14] and later reformulated and applied to hydrogeological prob-
lems [130]. Bakr and Butler [11] extended the RM and formulated
the method in a MC framework to examine the worth of different
types of data for the probabilistic design of well capture zones.
More recently, Janssen et al. [74] formulated a strategy to handle
non-multiGaussian transmissivity distributions using RM.

The optimisation process involved in the aforementioned tradi-
tional inverse methods requires the calculation of the derivatives
of the objective function with respect to model parameters (see
Section 2). This process is tedious, hard to program and highly
CPU consuming, unless adjoint state equations are implemented
(e.g., [95]). The Ensemble Kalman Filter (EnKF) [19,46] overcomes
this problem, allowing conditioning of multiple equally likely real-
isations to measurements of state variables. EnKF was introduced
in the literature of porous media by Naevdal et al. [97] and was
started to be applied to groundwater problems in 2006
[32,44,68,90]. EnKF does not condition stochastic realisations
simultaneously to a batch of historic observations, but incorporates
state variable measurements sequentially in the iterative process.
The updating process is not based on traditional sensitivity-based
optimisation (i.e., objective function derivatives), but on optimum
weighting of model predictions and measurements. This makes
EnKF very efficient. Yet, it is nearly optimal only for normally dis-
tributed state variables and parameters. In the same spirit, the
Markov chain Monte Carlo (McMC) method is a sampling (as op-
posed to optimisation) technique that is proved to be a powerful
tool for stochastic simulation. Convergence rate of McMC is still a
limitation. Several alternatives to speed-up convergence include
the use of sensitivity coefficients [104], a Shuffled Complex Evolu-
tion Metropolis algorithm [134], or parallel running of optimisa-
tion algorithms [135]. A recent development by Fu and Gomez-
Hernandez [49] speeds up the convergence by means of a multi-
scale blocking scheme.

Other inverse geostatistical approaches rely on a stochastic
interpretation of the governing equations. The Moment Equations
Method (MEM) is based on the groundwater flow equations which
are satisfied by the (ensemble) moments of the state variables
(hydraulic heads and fluxes). Recursive approximations of these
(otherwise non-local) moment equations of steady-state hydraulic
heads are presented by Guadagnini and Neuman [56,57]. These are
embedded within a sensitivity-based geostatistical inverse frame-
work [70] to obtain the first two (ensemble) moments of the pos-
terior probability density functions (pdfs) of transmissivity and
hydraulic head. In principle, MEM is also suitable for non-multiG-
aussian heterogeneous systems. It allows evaluating the functional
form of the log-conductivity variogram and its parameters using
suitable model discrimination criteria [70].

The methods presented in this Section are mainly focused on
parameter estimation and their associated uncertainty. Yet, they
can handle other sources of uncertainty (e.g., on source location
by Bakr [12] or on the geological scenario by Suzuki et al. [122]).
Some approaches can handle uncertainty on external forcing terms
by including them as additional model parameters (e.g., recharge
rate in the works of Carrera and Neuman [28] and Hendricks Frans-
sen et al. [66,67]). In the literature of surface water hydrology,
other approaches consider all these uncertainties in a unified
framework (see overviews and discussions in [15,59,91], amongst
others). One example is the combination of sequential data assim-
ilation with the Ensemble Kalman Filter and global optimisation
[135] or the McMC approach [16,17]. These unified approaches
are of great interest to hydrogeological inverse problems but are
beyond the scope of this paper.

1.2. Motivation and scope of the comparison study

Inverse methods are often applied to synthetic examples when
they are first presented in the literature. These examples are often
designed to highlight the capabilities of the specific inverse meth-
od being tested. How other inverse methods would have per-
formed on the same example remains largely unknown. In fact,
one can barely find an exhaustive comparison between inverse
methods in the literature, the work by Zimmerman et al. [142]
being an important exception. This can be partly explained by
the fact that the source codes for the inverse algorithms are, in gen-
eral, not open to the public. Further to this, inversion is somewhat
unpopular among practitioners [109]. Therefore, we believe that
there is a need for an extensive comparison amongst available in-
verse methods that have undergone significant developments dur-
ing the last decade and are well documented and established in the
literature. We compare seven inverse methods, with special
emphasis on stochastically based approaches. Three of the meth-
ods we analyse are based on a Monte Carlo stochastic interpreta-
tion of the groundwater flow equation, namely the Sequential
Self-Calibration Method (SSC; [53,63,114]), the Regularised Pilot
Points Method in its MC version (RPPM-CS; [5,7]), and the MC var-
iant of the Representer Method (RM; [11,14,129]). Two methods
are formulated directly in terms of (ensemble) moments of the
groundwater flow equation, i.e., the Moment Equations Method
(MEM; [56,57,70], and a linearised Semi-Analytical Method (SAM;
[118,119]) specifically developed for non-uniform flow towards a
well. Two conditional estimation methods are also included in
the comparison, i.e., the Regularised Pilot Points Method in its esti-
mation variant (RPPM-CE; [4,7]) and the most widely spread (in the
authors’ opinion) classical method for the inverse modelling of
groundwater flow, i.e., the Zonation Method (ZM; [26–28]).

We focus the comparison on the performance of the inverse
methods and their predictive capabilities. The influence of the type
of numerical discretisation to solve the groundwater flow equation
(i.e., finite elements/differences) is also investigated. In order to
avoid mixing of concepts, we did not analyse the capabilities of
the methods to provide an estimate of the unknown variogram
and its parameters. In this spirit, we only consider parameters’
uncertainty in this analysis. Thus, the good (or bad) performance
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of an inverse method is heavily dependent on the associated in-
verse methodology. It is worthwhile mentioning that variogram
estimation was part of the comparison study presented by Zim-
merman et al. [142]. These authors compared the performance of
seven inverse methods according to their capability to predict
groundwater travel times on four synthetic data sets. These were
designed to represent different conceptual models of the transmis-
sivity distribution at the WIPP site [84]. Here, we analyse only two
synthetic cases (resembling mildly and strongly heterogeneous
transmissivity distributions), but we account for both predictive
and characterisation capabilities. In both test cases, we consider
25 (error-free) transmissivity and hydraulic head measurements
for conditioning purposes. We then characterise hydraulic head
and log-transmissivity fields and predict the extent of the catch-
ment of a pumping well. Characterisation criteria of transmissivity
and hydraulic head distributions include: (a) the absolute average
error between observed and predicted quantities, (b) the root
mean square error, and (c) the average standard deviation of the
errors. Prediction criteria include: (a) the mismatch between ob-
served and predicted well catchments (evaluated over the whole
domain and over an inner region, far away from the boundaries),
and (b) the uncertainty inherent to the predictions (for the meth-
ods allowing this type of analysis).

2. The seven inverse methods

As pointed out by Carrera et al. [31], most inverse methods do
not differ in their essence, but only in the implementation and
computational details. Here, we start by outlining a general inver-
sion framework within which the seven tested inverse methods are
cast. It includes the following steps: (a) parameterisation, (b) opti-
misation, and (c) posterior statistical analysis of the results. Then,
we outline some operational details of each method.

2.1. Parameterisation

A given aquifer property, f, can be expressed as the superposi-
tion of two fields, i.e.,

f ðx; tÞ ¼ fDðx; tÞ þ fpðx; tÞ ð1Þ

Here, x denotes a point in space and t is time; fD represents an initial
guess of f and is conditioned to available information on f and, pos-
sibly, to correlated variables arising, i.e., from geophysics; fp can be
viewed as the perturbation to fD needed for the output of the
adopted model to resemble the state variable measurements (e.g.,
hydraulic heads). For the sake of simplicity, and without loss of gen-
erality, it is here assumed that hydraulic properties do not vary in
time. The initial guess is often obtained from a (possibly unknown)
geostatistical model (e.g., a variogram) and the n available measure-
ments of the hydraulic property (in the synthetic scenarios pre-
sented in Section 3, the hydraulic property is transmissivity),
organised in a vector f�. The initial guess can also be defined by cri-
teria that are not geostatistically based, including assimilation of
geological information and/or prior experience. Initial guesses
based on geostatistical models can either be obtained by condi-
tional estimation or simulation. In the former case, a ‘single best’
solution is obtained. In the latter case, the initial guess represents
a random function and many equally likely realisations are gener-
ated (i.e., there are several different initial guesses). Classical Zona-
tion Method (ZM) is an example of parameterisation which is not
geostatistically based: here, the model domain is partitioned in
(deterministically defined) regions, based, e.g., on geological infor-
mation (aquifer properties) or soil use/meteorological information
(recharge rate). In this case, constant (or varying in a prescribed
manner) aquifer properties are assigned to each region. Note that
‘geological’ zonation does not preclude the use of geostatistics
[34]. In some cases, the spatial variability of the aquifer property
is defined within each region using a geostatistical model. The latter
can vary from one zone to another. Note also that different aquifer
properties can present different ‘zonations’. For the case of linear
interpolation, a realization k of fD (which is unique for the condi-
tional estimation case) can be expressed as

f k
DðxÞ ¼

Xn

i¼1

kk
i ðxÞf �i ð2Þ

where kk
i are interpolation functions weighting the n measure-

ments, f �i , of the hydraulic property. As such, fD honours available
data. Correlated information such as geophysics can be accommo-
dated as secondary variables or external drifts. Current implemen-
tations of this parameterisation scheme allow the use of a large
number of estimation/simulation methods (simple, ordinary or uni-
versal kriging, kriging with measurement errors, locally varying
mean or external drift, sequential Gaussian simulation and variants
of co-kriging/co-simulation when more than one property is esti-
mated/simulated at the same time). The perturbation fp can be ex-
pressed as a linear combination of the np model parameters,
organised in a vector p, as

f k
p ðxÞ ¼

Xnp

j¼1

kk
j ðxÞpj ð3Þ

where kk
j are interpolation (weighting) functions obtained jointly

with those in Eq. (2). It is worth mentioning that the interpolation
functions in Eqs. (2) and (3) can vary along the iterative process
(Section 2.2). This might occur if the locations where aquifer prop-
erties are estimated (or simulated) change or if the kriging matrix is
updated after each iteration. The latter happens when the posterior
covariance of model parameters is accounted for.

2.2. Optimisation of model parameters

The formulation of the inverse problem adopted by many meth-
ods is based on maximising the likelihood of model parameters gi-
ven a set of measurements. To this end, we consider a vector of
parameters b ¼ ðp; hÞ comprising model parameters, p (i.e., those
defining the unknown aquifer properties), and statistical parame-
ters, h (i.e., those controlling uncertainties associated with aquifer
properties). Conditioning measurements are organised in a vector
z� ¼ ðu�;p�Þ, comprising state variable measurements, u�, and prior
estimates of model parameters, p�. Within the Maximum Likeli-
hood framework, the likelihood of the parameters b given the data
z� can be written as [45]

Lðbjz�Þ ¼ ð2pÞ�D=2jCzj�1=2 exp �1
2
ðz� z�ÞtC�1

z ðz� z�Þ
� �

ð4Þ

Here, superscript t denotes transpose; z is a vector including predic-
tions of state variables and model parameters (organised accord-
ingly to z�); Cz is a block diagonal covariance matrix comprising
two full matrices, Cu and Cp, respectively containing the covariances
of the measurement errors of the state variables and prior estimates
of parameters; D is the number of data (i.e., the dimension of z or
z�). Maximising Eq. (4) is equivalent to minimising the support
function S ¼ �2 � logðLÞ, i.e.,

S ¼ D lnð2pÞ þ log jCzj þ ðz� z�ÞtC�1
z ðz� z�Þ ð5Þ

Carrera and Neuman [26] proposed an algorithm for maximising
the likelihood with respect to the model parameters and some sta-
tistical parameters by scaling the covariances Cu and Cp, defining
matrix Cz. The remaining statistical parameters (which can include,
e.g., variogram type and integral scale) can be estimated a posteriori



H.J. Hendricks Franssen et al. / Advances in Water Resources 32 (2009) 851–872 855
by means of suitable model selection criteria (see Section 2.3).
Neglecting terms that depend only on statistical parameters, the
objective function to be minimised becomes [26]

F ¼
Xnstat

i¼1

aiFs;i þ
Xntypar

j¼1

ljFp;j

¼
Xnstat

i¼1

aiðui � u�i Þ
tV�1

ui
ðu� u�i Þ þ

Xntypar

j¼1

ljðpj � p�j Þ
tV�1

pj
ðpj � p�j Þ ð6Þ

where nstat denotes the number of state variables, ui, with available
measurements u�i ðu�t ¼ ½u�1; . . . ;u�nstat�Þ and covariance matrix Vui

(e.g., i ¼ 1 for heads and i ¼ 2 for concentrations); ntypar is the
number of types of model parameters pj, with prior information
p�j and covariance matrix Vpj

(e.g., j ¼ 1 for transmissivity and
j ¼ 2 for storage coefficient); ai and lj are weighting scalars correct-
ing the specification of the covariance matrices
ðCui
¼ a�1

i Vui
; Cpj
¼ l�1

j Vpj
Þ, which can also be viewed as factors con-

trolling the relative importance of each data source. Minimising the
first term in Eq. (6) warrants a good agreement between calculated
and measured state variables. If only this term is considered, the in-
verse problem might become ill-posed and its solution unstable.
The second term in Eq. (6) is a regularisation contribution that
penalises large departures of model parameters from their prior
estimates. Including this term in the objective function enhances
the stability of the problem [125,126].

For the cases analysed in this study (available measurements
are heads and the only uncertain hydraulic property is transmissiv-
ity T or its log transform, YÞ, Eq. (6) can be written as:

F ¼ ahFh þ lFp

¼ ahðh� h�ÞtV�1
h ðh� h�Þ þ lðp� p�ÞtV�1

p ðp� p�Þ ð7Þ

From a mathematical point of view, minimisation of Eq. (7) is an
optimisation problem, which can be tackled by different strategies,
including Broyden-like methods [18], conjugate gradient [47] or
variational methods [116], amongst others (reviews can be found
in [48,50]). The most widely-spread technique is possibly the
Levenberg–Marquardt’s method [48,92,103]. Using Levenberg–
Marquardt’s method entails the calculation of the Jacobian (con-
taining the derivatives of hydraulic heads with respect to the
model parameters) and can be very CPU intensive. A CPU-efficient
alternative is provided by the adjoint state method (e.g.,
[95,121,128]). Several convergence criteria for stopping the mini-
misation process can be found in the literature [48].

2.3. Posterior statistical analysis

The statistical weights ah and l are unknown a priori and can be
estimated either jointly with the model parameters or a posteriori.
Posing the problem in a Maximum Likelihood framework allows
estimating the optimum set of statistical parameters by minimis-
ing the support function, S2, of the maximum expected likelihood
of the parameters given the measurements. The latter is given by
the following expression [95]

S2 ¼ Dþ log jĤj þ D log
F̂
D

 !
� nh logðahÞ � np logðlÞ ð8Þ

Here, nh and np, respectively are the number of head measurements
and model parameters ðD ¼ nh þ npÞ; F̂ and Ĥ, respectively denote
the objective function and the associated Hessian, evaluated for
the optimum set of parameters. The optimisation process is re-
peated for different values of ah and l, whose optimum values
are those leading to the minimum of Eq. (8). Note that this posterior
analysis handles some of the statistical model uncertainties associ-
ated with the prior guess of the hydraulic properties (i.e., the vari-
ance), but does not accommodate the uncertainty of other unknown
statistical parameters, e.g., the variogram type. Yet, the methodol-
ogy is general and can be extended to include the estimation of
the remaining statistical parameters. Alternatives to Eq. (8) are
the minimisations of other model discrimination criteria, such
as the Akaike Information Criterion [2], the Modified Akaike Infor-
mation Criterion [3,110,115], the Hannan Information Criterion
[61] and the Kashyap Information Criterion [76], amongst others.
For simplicity, here we do not consider conceptual model and mea-
surement uncertainties and assume unit values for ai and l. There-
fore, analysis of model selection/information criteria was not
carried out, an exception being the RPPM.

2.4. Regularised Pilot Points Method

The Regularised Pilot Points Method was first introduced by
Alcolea et al. [4]. It is a modification of the well-known Pilot Points
Method [38,85,86,108]. Early formulations by de Marsily and
co-workers considered only the term Fh in the objective function
expressed by Eq. (7). This causes instabilities due to overparamete-
risation [35,36]. It is well known that adding a regularisation term
(Fp in Eq. (7)) overcomes this problem [125,126]. Doherty [43] and
Kowalsky et al. [82] included regularisation for the first time in the
context of pilot points. Unfortunately, the role of the regularisation
term was not explored. The RPPM accounts for the plausibility of
model parameters through a regularisation contribution, named
plausibility term. This penalises departures of model parameters
from their prior estimates. The use of plausibility permits the use
of a large number of pilot points (actually, as large as computation-
ally feasible), that allows large parameterisation schemes and,
therefore, enhances the number of degrees of freedom to represent
heterogeneity. In addition, optimum weighting of the plausibility
term overcomes the risk of instabilities and enhances the charac-
terisation of the unknown aquifer properties. Alcolea et al. [4,5,7]
present the algorithmic details of the RPPM in its conditional esti-
mation (RPPM-CE) and in Monte Carlo conditional simulation vari-
ants (RPPM-CS), as implemented in the finite element code
TRANSIN [94,95]. Those works pioneer the posterior analysis of
the statistical parameters (ah and l in Eq. (7)) in the context of
the Pilot Points Method. The RPPM has been applied to a number
of synthetic and real case studies. Alcolea et al. [7] used both vari-
ants to analyse the effect of the small-scale variability of hydraulic
conductivity on non-Fickian transport (e.g., tailing in breakthrough
curves). The RPPM was applied successfully to the management of
two coastal aquifers in Spain [6] and Oman [8].

The RPPM follows the steps defining the general inversion
framework. Model parameters are the values of the unknown aqui-
fer properties at the pilot points’ locations. These can vary along
the iterative process, together with the interpolation functions
defining the parameterisation (Eqs. (2) and (3)). Interpolation
methods include several variants of kriging/co-kriging or sequen-
tial Gaussian simulation for the RPPM-CS case. The objective func-
tion to be minimised is reported in Eqs. (6) and (7). Head
measurement errors can be uncorrelated (Vh is diagonal) or not
(Vh is full). For the RPPM-CE case, the parameter covariance matrix
Vp is the kriging error covariance matrix ðVkÞ. The latter is cor-
rected for the RPPM-CS case ðVp ¼ 2VkÞ. As such, Vp is a full matrix
and correlation between model parameters is included in the cali-
bration process. By definition, the estimation variance at pilot
points located close to measurements is small and values of model
parameters are similar when pilot point locations are close (i.e.,
there is a large correlation). In this work (and only for RPPM-CE),
the only unknown statistical parameter is l. It is assessed in a
Maximum (expected) Likelihood framework by minimising Eq.
(8). We found (not shown) that the optimum value of l was close
to unity, thus reflecting the absence of uncertainties on the
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adopted geostatistical model. We set ah ¼ 1 (i.e., measurement
uncertainties are not taken into account). Additional algorithmic
details are summarized in Table 1.

2.5. Sequential Self-Calibration

The Sequential Self-Calibration Method [53,114] was the first
inverse method that used multiple equally likely stochastic realisa-
tions for fD. It is therefore able to provide unbiased inverse esti-
mates of heads and concentrations. The equally probable initial
guesses are generated by multi-Gaussian sequential co-simulation
[52]. A second important innovation was the proposed parameteri-
sation of fP . Sahuquillo et al. [114] and Gomez-Hernandez et al.
[53] used the pilot points concept. Instead of locating a pilot point
at the location with the largest sensitivity, dF=dp, they laid out a
large number of master blocks (analogous to the pilot points in
the RPPM literature), regularly distributed throughout the simula-
tion domain. Model parameters are the values of the unknown
aquifer properties at the master blocks. These always include the
locations where measurements of the aquifer properties are taken.
Hendricks Franssen et al. [62] further extended this concept and
varied the position of the master blocks during the optimisation
process, avoiding artifacts in the inverse conditioned fields. The
interpolation functions in Eqs. (2) and (3) vary accordingly. Capilla
et al. [22,23] tested the methodology in a synthetic example and in
a real-world case study. The SSC was then extended to handle the
stochastic inverse modelling of transient groundwater flow and the
joint calibration of transmissivity and storativity fields [62], three-
dimensional inverse modelling of fractured media [55,64], coupled
inverse modelling of groundwater flow and mass transport [65]
and the inclusion of exhaustive soft information from geophysical
Table 1
Computational details and selected references for the inverse methods used in the compa

RPPM-CE RPPM-CS SSC

Methodological
reference

[4] [5,7] [114]

Software TRANSIN [94,95] TRANSIN [94,95] INVERTO [63
Problem

dimensionality/
governing
Equations1

1D, 2D, 3Dþ , SS/T,
GW/CT-MD/HT

1D, 2D, 3Dþ , SS/T,
GW/CT-MD/HT

1D, 2D, 3D, S
GW/CT

Available
parameters for
calibration2

K3DðT3DÞ; SSðSÞ; qr;

aL ;aT ;/;Dm;R; k
K3DðT3DÞ; SSðSÞ; qr;

aL;aT;/;Dm;R; k
K3DðT3DÞ; SSð
qr;H;/;R

Discretisation3 FE FE FD
Coupled to zonation YES YES YES
Parameterisation

details4
C/VP C/VP C/VP

Objective function Eqs. (6) and (7) Eq. (7) Eq. (7); ah ¼

Calculation of
derivatives4

Analytical, no adjoint state Analytical, no
adjoint state

Analytical, ad

Optimisation
method

Marquardt Marquardt Various; alte

Posterior statistical
analysis

ai;lj ai;lj Rarely

Out of general
framework

Combination of
deterministical/
geostatistical inverse
problem [6]

Conditioning
images or ot
information

1 3Dþ: 1D and 2D elements can be embedded in a 3D model. In that case, 1D and 2
abbreviations: SS (Steady-State), T (Transient), GW (Groundwater Flow), CT (Conservative
process), HT (Heat Transport).

2 List of available parameters for calibration: K3D (anisotropic 3D hydraulic conductivi
coefficient S), qr (areal recharge), H (prescribed head), Q (prescribed flow rate), l (leaka
dispersivity), / (porosity), Dm (molecular diffusion coefficient), R (retardation factor), k

3 FE: Finite elements; FD: Finite differences.
4 C denotes constant parameterisation scheme along the iterative process. VP denotes

along the iterative process. VC denotes variable parameterisation scheme through the u
surveys or remote sensing [67]. The methodology was imple-
mented in the finite differences code INVERTO [63].

The objective function to be minimised in the sequential self-
calibration method follows the formalism of Eq. (7). The plausibil-
ity term Fp is not often accounted for in the context of SSC (as in
this work). Nevertheless, Hendricks Franssen et al. [66] found that
for the joint inverse simulation of transmissivities and recharge
rates it was essential to include a plausibility term Fp accounting
for prior estimates of recharge rates. As an alternative to the use
of plausibility, imposing boundary restrictions upon model param-
eters helps to alleviate inverse problem instabilities. Table 1 gives
some further details on the Sequential Self-Calibration Method.

2.6. Moment Equations Method

The methodology was originally presented by Hernandez et al.
[69,70]. It relies on a nonlinear geostatistical inverse algorithm
for steady-state groundwater flow that allows estimating jointly
the spatial variability of log-transmissivity, the underlying vario-
gram and its parameters, and the variance–covariance of the esti-
mates. Exact mean flow equations [98,99] are rendered workable
by means of a suitable second-order approximation [56,57] (in
terms of a small parameter, representing the standard deviation
of the underlying random log-transmissivity).

The Moment Equations Method (MEM) can also be cast in the
general inversion framework, albeit with some peculiarities. Model
parameters are the estimates of the conditional unbiased (ensem-
ble) mean, hYðxÞic , of (natural) log-transmissivity at discrete mea-
surement points and selected pilot point locations. This
deterministic parameterisation roughly follows Eq. (1). It can
incorporate (optionally) uncertainty of transmissivity values at
rison. Note that SAM is excluded.

MEM RM ZM

[69,70] [11] [26]

] – InvFeTrans TRANSIN [94,95]
S/T, 1D, 2D, SS,

GW
1D, 2D, SS,
GW/CT

1D, 2D, 3Dþ , SS/T,
GW/CT-MD/HT

SÞ; T2D K2DðT2DÞ;aL;aT;R K3DðT3DÞ; SSðSÞ; qr;H;Q ;
l;aL;aT;/;Dm;R; k; c0;M

FE FE FE
YES NO YES
VC VC C

1; lY ¼ 0 Eq. (7);
ah ¼ 1

Eq. (7) plus
additional term

Eq. (7)

joint state Finite
differences

Analytical,
adjoint state

Analytical, adjoint state

rnating Marquardt Variational
method

Marquardt

l No ai;lj

to remote sensing
her exhaustive soft
[67]

Multi-phase flow
[129]

D elements can be used to model wells and planar fractures, respectively. List of
Transport), RT (Reactive Transport); MD (analytical formulation of Matrix Diffusion

ty or equivalent transmissivity tensor T3DÞ; SS (specific storage or equivalent storage
ge coefficient) for groundwater flow; aL (longitudinal dispersivity), aT (transverse
(decay coefficient) and M (contaminant mass flux).

variable parameterisation due to variable location of the pilot points/master blocks
se of posterior kriging.
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measurement locations. The location of the pilot points in the cur-
rent implementation of MEM is kept constant during the optimisa-
tion procedure. Projection of the hYðxÞic field and the second
conditional moment of the associated estimation errors, CYcðx; yÞ,
onto a computational grid is performed by universal kriging, upon
considering the variance of measurement errors at actual data
points (assumed to be uncorrelated) and the covariance matrix of
estimation errors of model parameters. Hence, the interpolation
functions defining the parameterisation in Eqs. (2) and (3) vary
after each iteration of the optimisation process.

Inversion entails minimising the objective function Eq. (7). The
covariance matrix of head errors is assumed to be diagonal (i.e.,
spatially uncorrelated measurement errors). In Eq. (7), Vp � Vk is
the prior kriging error covariance matrix. Posterior statistical anal-
ysis can be performed in order to select the optimum value of the
weight l. For the sake of simplicity, in the current application we
set ah ¼ 1 (thus implying that we have at our disposal the correct
Ch matrix) and assume that the optimum l is known ðl ¼ 1Þ.

A unique feature of the method is its capability of providing
estimates of the prediction errors of hydraulic heads and fluxes,
which are calculated a posteriori upon solving the corresponding
moment equations. In this framework, estimates of hydraulic con-
ductivity and head are used together with the posterior kriging
covariance matrix of hydraulic conductivity to solve the second-or-
der conditional moment equations for the (posterior) covariances
of head and flux. The latter provide measures of predictive uncer-
tainty. Table 1 provides further details on the algorithms adopted
in the MEM-based procedure. The estimate of the mean well catch-
ment and its associated variance is performed a posteriori accord-
ing to the work of Riva et al. [111].

2.7. Representer Method

The Representer Method (RM; [14]) is widely used in meteoro-
logical and oceanographic sciences (e.g., [83,101,102]). In the
hydrogeological inversion context, RM is used to estimate large-
scale patterns of heterogeneity of transmissivity and/or dispersiv-
ities from scattered measurements of head, concentrations and
transmissivity (e.g., [9,105,107,129]) and can also be applied to
the characterisation of other aquifer properties. The method either
uses a first-order Taylor approximation or a MC scheme [11] to
provide posterior covariances of estimated parameters and pre-
dicted state variables. A recent study by Bakr [13] compares these
two uncertainty propagation techniques.

Despite the notation found in the existing literature is far differ-
ent from the one adopted in this work, the methodology can also
be cast in the general framework presented. Model parameters
are the transmissivity values at the hydraulic head and transmis-
sivity measurement locations. Parameterisation of transmissivity
follows Eqs. (1)–(3). Using the matrix notation of oceanographic
literature, Eqs. (1)–(3) can be formulated in terms of log-transmis-
sivity as

YðxÞ ¼ YðxÞ þ wtp ð9Þ

Here, YðxÞ is a vector of prior means of log-transmissivity, which is
analogous to fD in Eq. (1). The Sequential Gaussian Simulation algo-
rithm as implemented by Pebesma and Wesseling [105] is used to
generate the initial guesses conditioned to direct measurements
of Y. The second term of Eq. (9) includes w, the so-called measure-
ments parameter representer matrix (it is equivalent to the cross-
covariance between parameters and predicted measurements) and
the vector p containing unknown weighting coefficients of size
equal to the number of measurements. This reduces the number
of unknowns from the number of finite element nodes to the total
number of measurements (see for instance Bakr and Butler [11]
for details). The second term of Eq. (9) corresponds to fp in Eqs.
(2) and (3) and encompasses the simultaneous conditioning to
transmissivity and hydraulic head measurements [10,130]. For lin-
ear problems Eq. (9) provides an exact, closed form solution to the
least squares problem, which becomes similar to co-kriging. Eq. (9)
can also be posed such that the first term is given by multiple
unconditional stochastic realisations, and the second term is a per-
turbation that conditions those realisations both to transmissivity
and hydraulic head measurements.

An iterative solution of Eq. (9) is calculated for nonlinear prob-
lems. The optimisation procedure is based on minimising an objec-
tive function similar to that in Eq. (7), with the only difference that
an extra term is included, penalising departures of log-transmissiv-
ities from their prior means throughout the entire simulation do-
main (i.e., at all elements). The other methods analysed (SSC,
MEM, RPPM-CE, RPPM-CS and ZM (see Section 2.8)) do not include
this extra term in the objective function. It is worth noting that
prior statistics of Y ;h and p are assumed to be known (i.e., VY is
known and both ah and l are set to 1). Thus, posterior statistical
analysis is not performed. Table 1 provides further details on the
methodology.

2.8. Zonation Method

The Maximum Likelihood framework incorporating prior infor-
mation on model parameters was developed by Carrera and Neu-
man [26,27] and is popularly known as the Zonation Method
(ZM). ZM is extensively adopted by practitioners (e.g., [1,131])
mainly because of its simplicity and ease of use.

The model domain is partitioned into a set of subdomains and
the parameterisation scheme defined in Eq. (1) is used within each
of them. Model parameters are the values of the properties within
each zone. Point or cell estimation methods are a particular case of
zonation (i.e., a zone is defined for each node or element/cell of the
discretisation [96]). Hydraulic properties within zones can be con-
stant or vary in a predefined (i.e., deterministic) manner, thus
allowing to accommodate heterogeneity within zones. This does
not preclude the use of geostatistics in the context of ZM. This is
clearly demonstrated in the work by Clifton and Neuman [34],
who used block kriging to estimate the initial guess of zonal log-
hydraulic conductivities. The value of the interpolation functions
in Eqs. (2) and (3) is zero if the estimation point x falls outside
the zone being considered. This parameterisation is a particular
case of the general formulation presented in Eqs. (2) and (3). The
objective function to be minimised appears in Eq. (6) or its partic-
ularization in Eq. (7). Posterior statistical analysis is carried out by
minimising the maximum expected likelihood of the parameters
given the data.

2.9. The Semi-Analytical Method of Stauffer et al. [118,119]

The Semi-Analytical Method (SAM) we analyse here displays a
strong deviation from the general methodology outlined in Sec-
tions 2.1–2.3. Although it allows conditioning to transmissivity
and hydraulic head data, its main difference from the other
methods is that the solution is calculated non-iteratively (i.e., the
method does not include calculating and minimising an objective
function). For this reason we provide a stand-alone description of
the methodology without referring to the general framework and
SAM is not included in Table 1.

The prerequisite for the uncertainty analysis using the Semi-Ana-
lytical Method as applied in this study is to establish a deterministic
steady-state flow model for equivalent hydraulic conductivity in a
rectangular two-dimensional flow field. Under such conditions, a
pathline approximately represents the ensemble mean trajectory.
To estimate the uncertainty of a particle location along the mean
pathline, the longitudinal and transverse particle displacement var-



Fig. 1. General set-up for the two synthetic cases studies used for comparing the
different inverse methods.
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iance can be expressed as a combination of the particle increments
over time [118]. To that end, the two-point velocity covariance has
to be evaluated along the mean particle trajectory.

The unconditional longitudinal and lateral two-point velocity
covariance can be analytically approximated and scaled according
to Stauffer et al. [118] using the solution for uniform flow by Rubin
[112]. The approximation turned out to be successful except close
to stagnation points and boundaries of the flow domain [118,119].
An alternative, although computationally more demanding, is to
numerically evaluate the velocity covariance. As the locations at
which such a covariance needs to be calculated are not known in
advance, the covariances are evaluated for a regular finite differ-
ences grid over the flow domain. The head covariance matrix can
be obtained from the covariance matrix of Y and the sensitivity ma-
trix [141]. The velocity covariances are here obtained by numerical
differentiation. The conditional expected location of the well catch-
ment is determined as follows. The transverse second moment of
the particle displacements along the mean pathline can be ob-
tained by conditioning the expected mean and covariance of veloc-
ity to hydraulic conductivity and/or head measurements. The
expected mean and covariance of velocity can be determined using
the method of conditional probabilities [113]. Determining the
covariance of velocities requires the calculation of the cross-covar-
iances between velocity and heads and between velocities and
hydraulic conductivity. The latter are evaluated by finite differ-
ences. The uncertainty bandwidth along the mean trajectory is fi-
nally calculated as twice the square root of the transverse second
moment of the particle location. The latter is assumed to follow a
Gaussian distribution.

3. Synthetic fields

The performance of the seven methods is compared on the basis
of a synthetic set-up depicting groundwater flow around a pump-
ing well. Two scenarios including mild and strong reference trans-
missivity fields (referred to as test cases 1 and 2, respectively) are
analysed. We consider transmissivity as an under-sampled param-
eter and assume its spatial distribution to be the only unknown of
the problem. All the remaining aquifer parameters are assumed to
be deterministically known. The log-transmissivity variogram is
also assumed to be known. Hence, the methods relying on a plau-
sibility term (MEM and RPPM) employ a unit plausibility weight.
Both synthetic cases share the common flow configuration de-
scribed below.

The domain has a length of 4900 and 5000 m in x and y direc-
tions, respectively. Prescribed heads of 0 and 5 m are imposed at
the western and eastern boundaries, respectively. The northern
and southern boundaries are impermeable. A uniform recharge
rate of 362.912 mm/y is imposed all over the domain. A well
pumps steadily 0:0578 m3=s at location (1900 m, 2350 m). Fig. 1
displays the common flow set-up for both synthetic problems.

Methods using a centred finite differences (FD) scheme (SSC,
RM) adopt a regular grid with 49� 50 cells of 100� 100 m.
RPPM-CS, RPPM-CE and MEM use a second-order Galerkin finite ele-
ment (FE) approach, the pumping well being located at a node. In
order to obtain consistent comparisons, RPPM-CS and RPPM-CE
use a more refined FE discretisation comprising a regular grid with
98� 100 square elements of size 50� 50 m (i.e., four elements
defining a single FD grid cell). This negatively affects the CPU time
needed by RPPM-CS and RPPM-CE. We tested the effect of the
numerical scheme (i.e., FD or FE) by comparing the reference
hydraulic head fields obtained by FD and FE forward simulations
of the groundwater flow set-up and using the reference transmis-
sivity fields. We find that the numerical scheme has very little im-
pact on the final outcomes. Differences are observable only in the
vicinity of the pumping well. Therefore, for the sake of robustness
of the comparison, we choose to compare all results with the same
reference hydraulic head (h) field, obtained by finite differences.

Two reference heterogeneous transmissivity ðTÞ fields are gen-
erated. The first field is mildly heterogeneous, with mean log10T
of �2.932 and log10T variance equal to 0:189log10ðm2=sÞ (i.e.,
r2

ln T ¼ 1:0). Patterns of heterogeneity are defined by imposing an
isotropic exponential variogram without nugget effect and effec-
tive range of 500 m ð1=10th of the domain size). The second field
has also a mean log10T of �2.932 with a log10T variance equal to
1:0log10ðm2=sÞ (i.e., r2

ln T ¼ 5:3) and is characterised by an isotropic
spherical variogram without nugget effect and an effective range of
500 m.

The reference well catchment is determined upon releasing 100
particles, regularly distributed at each grid cell. These are moved
by particle tracking until they reach the eastern or western bound-
aries or are captured by the well. In the latter case, the grid cell
from which the particle starts is considered to belong to the well
catchment. Particle tracking on the reference field is carried out
with 3DTRANSP [63] with linear interpolation of the velocity field.
For the sake of simplicity, we consider advection as the only trans-
port mechanism.

The Y and h reference fields are sampled at 25 locations, ran-
domly and regularly distributed, respectively for test cases 1 and
2. These data are assumed to be error-free and used for (inverse)
conditioning. The comparison focuses on methods for parameter
estimation. Thus, we avoid the additional noise arising from cor-
rupted measurements. Nonetheless, measurement uncertainty is
an important issue and should be accounted for in meaningful
real-world models.

4. Comparison measures

The performance of the seven methods is assessed in terms of
both reliability of the inverse solution and their predictive capabil-
ity. The former is evaluated using the following statistics:

(1) Mean absolute error: it measures the mismatch between
calculated and reference values
AAEðXÞ ¼ 1
N

XN

i¼1

Xi � Xref ;i

�� �� ð10Þ

where X is either Y ¼ log10T or h;N is the number of elements
(when X ¼ YÞ or grid nodes (when X ¼ hÞ, the overbar refers
to an ensemble average (i.e., Xi denotes the average of Xi over
all the simulations for SSC, RM and RPPM-CS or the ‘single
best’ value at element ‘i’ for the non-MC-based methods)
and the subscript ref denotes reference value.
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(2) Root mean square error: this measure is similar to AAE but
evidences the largest mismatches. As such, it is more sensi-
tive to sampling fluctuations. It is defined as:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiv
Table 2
Compu
case 2,

Author

Softwa
np

Locatio
Criterio

Machin

Grid
CPU-1
CPU-2
RMSEðXÞ ¼ 1
N

XN

i¼1

Xi � Xref ;i
� �2

uut ð11Þ

RMSEðYÞ should be smaller than the a priori standard devia-
tion of Y (square root of the variogram sill, i.e., 0.43 and
1:0log10ðm2=sÞ for test cases 1 and 2, respectively), if condi-
tioning on Y and h improves the characterisation of the Y field.
(3) Average ensemble standard deviation:
AESDðXÞ ¼ 1
N

XN

i¼1

rXi
ð12Þ

where rXi
is the ensemble standard deviation of X at node (or

element) i. Although a low value of this measure does not
warrant a good characterisation, it is a meaningful compari-
son criterion, as it indicates which method provides the larg-
est uncertainty reduction.
The above measures (Eqs. (10)–(12)) are calculated both for
(1) the whole simulation domain and for (2) the whole sim-
ulation domain excluding a box centred at the pumping well
with dimensions 5� 5 elements (or nodes). This is further
discussed in Section 6.
The comparison of the predictive capabilities of the tested
methods in terms of calculated well catchments is not
straightforward because MEM and SAM calculate continuous
solutions of the median well catchment (50% capture proba-
bility) and its 95% probability interval (2.5% and 97.5% cap-
ture probabilities) assuming that the well catchment is
Normally distributed. Instead, MC methods calculate a prob-
ability value at each grid cell. Thus, outcomes of MC and non-
MC methods cannot be directly compared. In order to do a
meaningful comparison we categorise calculated probabili-
ties and assess whether a point belongs to areas with capture
probability larger than (a) 97.5%, (b) 50% or (c) 2.5%. We then
compute the following quantities:
(4) Mismatch well catchment: it measures the misfit between
the calculated and reference well catchments (in km2Þ:
MWC ¼ A
XN

i¼1

CP0:50;i � CPref ;i

�� �� ð13Þ

where CP0:50;i is a binary value that indicates whether a cer-
tain grid cell i belongs to the median well catchment
ðCP0:50;i ¼ 1Þ or not ðCP0:50;i ¼ 0Þ; CPref ;i is the reference well
catchment (1 or 0 as well) and A is the surface area of a grid
cell ðA ¼ 0:01 km2Þ.
tational burden and algorithmic details of the seven inverse methods. Niter is the num
kĝk is the estimated gradient norm of the objective function at the current iteration

RPPM-CE RPPM-CS SSC MEM

A. Alcolea A. Alcolea H.J. Hendricks
Franssen

M. Riva & A.

re TRANSIN TRANSIN INVERTO –
900 900 400 100

n Prescribed Prescribed Variable Prescribed
n kĝk

kg1k 6 10�6 kĝk
kg1k 6 10�6 F 6 0:01 or Niter > 3000 ðFi � FminÞ=Fi

times
e PC, 2 GHz,

2 GB
PC, 2 GHz,
2 GB

Linux PC, 2.4 GHz, 1 GB PC, 2 GHz, 2 G

98� 100 98� 100 49� 50 49� 50
125 s 118 h 40 h 8 h
296 s 423 h 40 h 8 h
(5) Uncertainty of well catchment (UWC): This quantity mea-
sures the extent (in km2) of the area with capture probabil-
ities ranging between 2.5% and 97.5%. As the results
provided by SAM are expected to deteriorate close to the
domain boundaries, MWC and UWC are also calculated over
inner domains of different sizes.

6) Average absolute error of well catchment. Finally, a compar-
ison of MC-based inversion techniques was carried out by
calculating an additional statistic, accounting for the full
probability distribution of capture probabilities:
ber of i
and kg1

Guadagn

6 10�3

B

AAEðWCÞ ¼ 1
N

XN

i¼1

CPi � CPref ;i

�� �� ð14Þ

where CP is the capture probability associated with location i.
CPref ;i is deterministic, with value 0 or 1. All the aforemen-
tioned statistics (Eqs. (10)–(14)) are also calculated for a stack
of 500 unconditional (UNC) simulations of the Y fields and the
corresponding groundwater flow and transport solutions.
These will be considered as a base case and the comparison
of performances will be presented in terms of reduction with
respect to the UNC scores. This allows us to assess how condi-
tioning improves characterisation and predictions.
5. Results

5.1. Test case 1. Mildly heterogeneous transmissivity field ðr2
ln T ¼ 1:0Þ

All methods but SAM provide estimates of the Y and h fields.
SAM only renders an estimate of the well catchment. Conditional
estimation methods (RPPM-CE and ZM) do not calculate the uncer-
tainty associated with the Y and h fields and the well catchments.
The quality of the characterisation results is assessed according to
the comparison criteria presented in Section 4. Some computa-
tional details of the seven methods, such as the software used
and the computational burden are summarised in Table 2. Note
that CPU times are only indicative and cannot be compared directly
because different methods employ different discretisations and
number of model parameters.

5.1.1. Reproduction of the reference Y and h fields
The scores for the comparison criteria listed in Section 4 are dis-

played in the upper part of Table 3. Fig. 2 displays the mean Y fields
obtained by the different methods, together with the Y reference
distribution. Fig. 3 juxtaposes the reference h field and the h distri-
bution estimated by the classical ZM (the h fields estimated by the
other tested methods are very similar and are not reported here).
Fig. 4 displays the ensemble standard deviations associated with
both Y and h fields.
terations, CPU-1 and CPU-2 are the amount of CPU time needed for case 1 and
k is the estimated gradient norm of the objective function at the last iteration.
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Table 3
Comparison measures for log-transmissivity and hydraulic head for case 1 (mildly heterogeneous log-transmissivity field) and case 2 (strongly heterogeneous log-transmissivity
field). For the deterministic methods, some of the measures could not be evaluated (N.A.). Comparison measures related to hydraulic heads are calculated twice, considering (1)
the whole simulation domain, but excluding a box of 5� 5 elements centred at the pumping well (number to the left of the slash) and (2) the whole simulation domain (right of
the slash). Characterisation criteria obtained using a stack of 500 unconditional simulations (actually, conditional to the variogram only) are also listed as UNC.

Method AAEðYÞ ðlog10 ðm2=sÞÞ AESDðYÞ ðlog10 ðm2=sÞÞ RMSEðYÞ ðlog10 ðm2=sÞÞ AAEðhÞ ðmÞ AESDðhÞ ðmÞ RMSEðhÞ ðmÞ

Test case 1. Mildly heterogeneous field ðr2
ln T ¼ 1:0Þ

SSC 0.241 0.325 0.306 0.62/0.62 0.99/0.99 0.89/0.90
RPPM-CS 0.243 0.332 0.308 0.65/0.66 0.98/0.98 0.92/0.96
RM 0.241 0.325 0.307 0.62/0.62 0.94/0.94 0.89/0.90
RPPM-CE 0.242 N.A. 0.308 0.67/0.68 N.A. 0.95/0.98
MEM 0.255 0.304 0.321 0.75/0.75 1.42/1.43 1.02/1.02
ZM 0.264 N.A. 0.332 0.76/0.77 N.A. 1.06/1.09
UNC 0.300 0.430 0.379 2.26/2.30 4.89/4.95 2.75/2.87

Test case 2. Strongly heterogeneous field ðr2
ln T ¼ 5:2Þ

SSC 0.712 0.911 0.894 1.45/1.49 2.20/2.48 2.11/2.47
RPPM-CS 0.713 0.754 0.893 1.59/1.73 2.64/3.11 2.50/3.95
RM 0.713 0.939 0.893 1.51/1.63 3.22/3.67 2.43/3.65
RPPM-CE 0.719 N.A. 0.910 1.49/1.51 N.A. 2.11/2.22
MEM 0.728 0.900 0.917 2.25/2.29 5.27/5.35 2.93/2.99
ZM 0.798 N.A. 0.999 2.78/2.78 N.A. 3.56/3.56
UNC 0.765 0.996 0.953 3.44/3.58 5.73/5.96 4.37/5.15
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For this case, the differences between the methods are (in gen-
eral) very mild. Two main features become apparent. First, one can
observe the striking similarity between the statistics of the MC-
based inversion methods (Table 3). Second, all inverse methods
provide (ensemble) mean Y and h fields that (i) resemble the refer-
ence ones (i.e., they are capable of identifying the regions of high
and low transmissivity/hydraulic head) and (ii) are very similar
amongst them although, naturally, the Y field estimated by ZM dis-
plays a less grainy texture when compared to other solutions. The
benefit of conditioning to available information is apparent when
comparing the unconditional and conditional values of AAEðYÞ.
The three MC-based inversion methods and RPPM-CE reduce
AAEðYÞ by 19–20%. MEM and ZM have somewhat less improvement
in the characterisation of the Y field, with reductions of 15% and
12%, respectively. Still, these measures do not deviate significantly
from those obtained by MC methods. Very similar results (in terms
of reduction of characterisation criteria) are found by observing
RMSEðYÞ. The uncertainty of the Y field, as measured by AESDðYÞ,
does not differ significantly between the methods. It is worth men-
tioning that AESDðYÞ is more strongly affected than AAEðYÞ by sta-
tistical sampling fluctuations. Conditioning on data is more
beneficial to the characterisation of the h field than to the charac-
terisation of the Y field. This is not surprising, as it is a common
observation in inverse modelling studies. For all methods, condi-
tional AAEðhÞ is reduced of at least 66%, when compared to the
unconditional case. ZM and MEM are associated with slightly larger
errors than the other methods, even though the reproduction of
the reference h field is good for all cases. The uncertainty associ-
ated with the h field, as measured by AESDðhÞ, is again very similar
for the three MC-based inverse methods and increases slightly for
MEM. Results for RMSEðhÞ are systematically consistent with those
of AAEðhÞ. All the aforementioned results hold for the two domains
where AAEðhÞ;AESDðhÞ and RMSEðhÞwere calculated (i.e., the whole
simulation domain and the sub-region obtained upon excluding a
box centred at the pumping well).

Fig. 4 shows that MEM yields more smoothed distributions of
the ensemble standard deviations than those of MC-based inverse
methods. This is consistent with the conclusions by Guadagnini
and Neuman [56], albeit in the context of forward simulations.
On the other hand, MC-based methods render very similar distri-
butions of ensemble standard deviations of Y. Observing the distri-
bution of Y ensemble standard deviations of MEM, one can clearly
distinguish the location of pilot points (i.e., the standard deviation
at pilot points is substantially reduced). This can be partly ex-
plained by the fact that the interpolation functions defining the
parameterisation of MEM vary along the iterative process [70].
Other methods avoid this artifact by moving the location of the pi-
lot points along the iterative process (e.g., SSC) and/or using an in-
creased pilot point density and plausibility of model parameters
(e.g., RPPM). By doing so, ‘‘lumpy bull’s eyes” of the ensemble Y
fields are reduced and the characterisation of the reference fields
is improved. Ensemble standard deviations of h obtained by MEM
are larger than those obtained by the other methods (Table 3). Fur-
ther work is needed to assess if this observed behaviour of MEM is
general or if it depends on the particular configuration chosen for
the analysed set-up.

5.1.2. Reproduction of the well catchment
The comparison between the demarcation of the reference well

catchment and the calculated median well catchments (MWCs)
shows that the differences amongst methods are very limited
(upper part of Table 4). SAM and, to a lesser extent ZM, display lar-
ger misfits (1.17 and 0:93 km2, respectively) than the other meth-
ods (from 0.75 to 0:86 km2). Nevertheless, the MWC value obtained
by unconditional simulations ð1:58 km2Þ is reduced substantially
in all cases (MWC reductions range from 26% for SAM to 53% for
SSC). With the exception of SAM, the differences between methods
are not significant and are associated with statistical sampling fluc-
tuations and with the type of comparison measure. For instance,
evaluation of AAE(WC) leads to a radically different ranking. The
smallest values of AAE(WC) are found for two conditional estima-
tion methods (RPPM-CE and ZM). As transport predictions are
rather sensitive to small-scale variability of the Y field, we believe
that the differences we found amongst the various performance
measures are not significant. The somehow large errors obtained
by SAM can be partly explained by the influence of the boundaries.
Yet, when the comparison is limited to the inner domain (i.e., at
least two integral scales separated from the boundaries, MWC-in-
ner), SAM still displays the largest errors. This issue will be further
explored in Section 6. The uncertainty of the mean well catchment,
as measured by UWC, is also very similar for the three MC-based
inverse methods and slightly larger for MEM and SAM. Note that
the reduction in uncertainties with respect to the unconditional
simulations is very large (31–44%). Fig. 5 displays the estimated
mean well catchments and their uncertainty bounds. Once again,
the differences amongst all methods are very small also from a
qualitative point of view, with the exception of SAM, at locations
close to the boundaries.



Fig. 2. The reference Y field and ensemble mean Y fields ðlog10ðm2=sÞÞ estimated by six inverse methods for the mildly heterogeneous case.
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Fig. 3. The reference h field and the ensemble mean h field (m) estimated by the
Zonation Method for the mildly heterogeneous case.
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5.2. Test case 2. Strongly heterogeneous transmissivity field
ðr2

ln T ¼ 5:2Þ

5.2.1. Reproduction of the reference Y and h fields
The scores for the comparison criteria listed in Section 4 are dis-

played in the lower part of Table 3. Fig. 6 displays the mean Y fields
obtained by the different methods, whereas Fig. 7 depicts the cal-
culated mean h fields. Fig. 8 shows the corresponding ensemble
standard deviations. The differences amongst the methods are
slightly larger than those of test case 1. Yet, they are not compel-
ling because the results differ significantly only at a few locations
in the vicinity of the well. As expected, reductions in AAEðYÞ are
smaller than for the mildly heterogeneous case, ranging from 7%
(MC-based methods) to 5% (MEM). This reflects that large heteroge-
neity renders the calibration process more difficult and less effec-
tive. We note that ZM worsens the unconditional simulation
results by 4%. This is so because the rough texture of the Y field
estimated by ZM does not allow capturing the strong heterogeneity
depicted in this test case. Analysis of AESDðYÞ and RMSEðYÞ leads to
similar conclusions as in test case 1.

The differences associated with the characterisation of the ref-
erence h field, as measured by AAEðhÞ and AESDðhÞ, are larger than
those observed in test case 1. These become dramatic if RMSEðhÞ is
considered. Yet, individual inspection of some realisations calcu-
lated by MC-based methods reveals very low Y values (much lower
than the reference Y values and those provided by ZM, MEM or
RPPM-CE) in the vicinity of the pumping well. This causes extre-
mely low-hydraulic head values in the area surrounding the well,
thus strongly affecting the resulting ensemble statistics. Signifi-
cantly lower characterisation criteria are obtained when the vicin-
ity of the pumping well is excluded. This is a consequence of the
absence of a conditioning measurement at the well. As compared
with test case 1, reductions in characterisation criteria of h are
smaller (never larger than 58%, value obtained by MC-based meth-
ods) than those of Y. Again, it can be noted that MEM displays lar-
ger variances than the MC-based inverse methods and ZM shows a
strong departure from the Y and h reference fields. One should also
note that RPPM-CS and RPPM-CE yield very similar results, both for
the mildly and strongly heterogeneous cases. A visual inspection of
Figs. 6 and 7 reveals small differences between the outcomes of all
inverse methods, the exception being the spatial distributions of Y
and h obtained by ZM. These differences are now observable also
from a qualitative point of view. Standard deviations of Y and h
(Fig. 8) are similar once again. The large hydraulic head variances
of MEM are also obvious from the figure.

5.2.2. Reproduction of the well catchment
Well catchments obtained by the three MC-based inverse meth-

ods do not display large differences (Fig. 9). This is consistent with
the results of the characterisation exercise. As opposed to test case
1, now conditioning improves unconditional MWC results only by a
maximum of 37% (MWC of SSC), whereas improvements up to 53%
were achieved for test case 1 (upper part of Table 4). The median
well catchments obtained by SAM, ZM and MEM deviate more from
the reference than those of MC-based methods. Scores by SAM and
ZM are almost identical to their unconditional counterparts (UNC).
RPPM-CE and MEM also yield large prediction errors for all the eval-
uation criteria because the large Y variance leads to an over-
smoothed Y distribution that negatively affects transport predic-
tions [7]. Similar ranking results are obtained when the analysis
is limited to the inner domain. Again, we find that different predic-
tion criteria lead to different rankings of the methods. Similar con-
clusions as in test case 1 can be obtained by observing
uncertainties, as measured by UWC. Details are provided in the
lower part of Table 4. Fig. 9 depicts the calculated well catchments
and their uncertainty bounds. Although the numerical differences
between the methods are larger for test case 2, the calculated well
catchments do not look that different.

6. Discussion

6.1. Similarity of MC methods

The three MC-based inverse methods (SSC, RPPM-CS and RM)
display very limited differences in their scores of the performance
criteria. Similarities are striking with reference to the characterisa-
tion of the Y field. The latter is the heart of inverse estimation and
the basis for further predictions in the same aquifer. Differences
between reconstructed (ensemble) mean hydraulic head fields
are barely visible. With regard to transport prediction, these differ-
ences are also very small and the ranking of methods depends on
the selected performance criterion. Therefore, this is not indicative
of the fact that one method outperforms the other. The question is
then: to what extent do these three MC-based inverse methods,
which use different parameterisations and objective functions,
characterise and predict the same, or are the same? The similarity
of the global performance criteria might be due to locally good/bad
results of the methods, which tend to compensate. We address this
aspect by analysing the mean residuals of the Y field (differences



Fig. 4. Ensemble Y standard deviations ðlog10ðm2=sÞÞ (left) and standard deviations for h (m) (right) for the mildly heterogeneous case.
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between ensemble Y average and reference fields). The linear cor-
relation coefficients between the mean residuals obtained by the
three inverse MC methods are then calculated. As an example,
Fig. 10 shows the linear regressions between the mean Y residuals
obtained by the three MC-based methods for the ensemble of 500
realisations. We argue that the similarities between MC methods
increase with the number of realisations. To investigate this point,
this evaluation was carried out using five groups of 100 realisations
and for the whole ensemble of 500 realisations (only for the large
variance case). Table 5 displays the results of this analysis. It can be
seen that the similarity between methods (i.e., the correlation coef-
ficients between residuals) is large and increases with the number



Table 4
Comparison measures for the evaluation of the well catchment for case 1 (mildly
heterogeneous log-transmissivity field) and case 2 (strongly heterogeneous log-
transmissivity field). For the deterministic methods, some of the measures could not
be evaluated (N.A.). For the two methods that estimated a median well catchment
with confidence bounds, AAE(WC) was not calculated. The median well catchment
was calculated twice, considering (1) the whole simulation domain and (2) an inner
domain of size 3� 3 km2. Reference unconditional simulation values (UNC) are also
listed.

Method MWC ðkm2Þ UWC ðkm2Þ AAEðWCÞ MWC Inner domain ðkm2Þ

Test case 1. Mildly heterogeneous field ðr2
ln T ¼ 1:0Þ

SSC 0.75 4.54 0.046 0.405
RPPM-CS 0.86 4.57 0.045 0.490
RM 0.80 4.69 0.042 0.479
RPPM-CE 0.85 N.A. 0.036 0.484
MEM 0.80 5.60 N.A. 0.406
SAM 1.17 5.20 N.A. 0.680
ZM 0.93 N.A. 0.040 0.556
UNC 1.58 8.11 0.092 0.800

Test case 2. Strongly heterogeneous field ðr2
ln T ¼ 5:2Þ

SSC 1.07 9.37 0.031 0.842
RPPM-CS 1.28 7.92 0.037 1.016
RM 1.21 9.04 0.018 0.934
RPPM-CE 1.40 N.A. 0.058 1.192
MEM 1.52 11.38 N.A. 1.068
SAM 1.66 Not solved N.A. 1.391
ZM 2.28 N.A. 0.058 1.393
UNC 1.69 11.54 0.092 1.400

Fig. 5. Ensemble median well catchments and their 95% uncertainty intervals,
estimated by seven inverse methods, for the mildly heterogeneous case. The darkest
colour indicates estimated capture probabilities larger than 97.5%, the dark grey
capture probabilities between 50% and 97.5%, the light grey capture probabilities
between 2.5% and 50% and white capture probabilities below 2.5%. The reference
well catchment is also displayed.
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of realisations. This suggests that part of the differences between
the inverse simulations of Y by MC-based methods is likely due
to sampling fluctuations. This is particularly true for the hydraulic
head values close to the well. Thus, an almost perfect correlation is
expected for very large stacks of realisations.

Our results differ somehow from those by Zimmerman et al.
[142], who found large differences between their tested MC-based
methods. The comparison by Zimmerman et al. [142] mainly fo-
cused on the blind prediction of four tracer tests. These predictions
are more affected by small-scale variability of hydraulic conductiv-
ity than groundwater flow predictions (e.g., [7]). In addition, parti-
cle transport in those tracer experiments took place only in a
limited part of the aquifer. Therefore, heterogeneity of hydraulic
conductivity was under-sampled. This made those predictions
more prone to (random) variations that are not necessarily related
to the inverse methods and could be a reason for the larger differ-
ences between the MC-based inverse methods in that study. An-
other reason is that variogram estimation was also a part of the
prediction exercise by Zimmerman et al. [142].

6.2. Influence of the boundaries

For some methods like SAM, one can expect that the character-
isations and transport predictions are worse close to the bound-
aries. In order to investigate the boundary influence, MWC was
also evaluated over inner domains that exclude grid cells/elements
within 1.0, 1.4, 1.8, 2.0, 2.6 and 3.0 integral scales far away from
the boundary. Results of this detailed comparison are shown in
Fig. 11. For both test cases (especially the mildly heterogeneous
one), SAM displays larger errors close to (within one integral scale
from) the boundaries than the other methods. However, this only
partly explains its worse performance as compared to other meth-
ods. SAM also shows large errors in areas close to the median well
catchment. This is likely related to the limited accuracy of the
numerical evaluation of the covariances and the first-order ap-
proach. As expected, MEM performs relatively better than the other
methods in the vicinity of the well than further away from it
(Fig. 11). The MWC for distance classes larger than two integral
scales from the boundary corresponds implicitly to that of the area



Fig. 6. The reference Y field and the ensemble mean Y fields ðlog10ðm2=sÞÞ estimated by six inverse methods for the strongly heterogeneous case.
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close to the well. It is for these distance classes that MEM performs
good for the mildly and strongly heterogeneous cases. The other
methods did not show a consistent pattern with regard to the error
distribution as a function of the distance class.
6.3. Which method is best?

This paper is by no means aimed at establishing a ‘ranking’ of
inversion methods. In fact, it is difficult, even hardly possible, to se-



Fig. 7. The reference h field and the ensemble mean h fields (m) estimated by six inverse methods for the strongly heterogeneous case.
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lect unambiguously which method (amongst the ones tested) is
best. Although the MC-based inverse methods (RPPM-CS, RM, SSC)
yield the best overall scores, the differences with the other meth-
ods are generally small for the mildly heterogeneous formation.



Fig. 8. Ensemble Y standard deviations ðlog10ðm2=sÞÞ (left) and standard deviations for h (m) (right) for the strongly heterogeneous case.
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In case of MEM and RPPM-CE, the observed differences are also
small for the strongly heterogeneous case. On the other hand, the
non-MC methods need considerably less CPU time to calculate
the ‘single best’ solution. Therefore, the choice of an inverse meth-



Fig. 9. Ensemble median well catchments and their 95% uncertainty interval,
estimated by seven inverse methods, for the strongly heterogeneous case. The
darkest colour indicates estimated capture probabilities larger than 97.5%, the dark
grey capture probabilities between 50% and 97.5%, the light grey capture proba-
bilities between 2.5% and 50% and white capture probabilities below 2.5%. The
reference well catchment is also displayed.

Fig. 10. Scatter plot of the mean Y residuals (ensemble mean minus reference) for
SSC versus RM and RPPM-CS, for the strongly heterogeneous case.

Table 5
Linear correlation coefficients between the mean residuals (calculated ensemble log-
transmissivity – reference log-transmissivity) obtained with the three MC-based
inverse methods (SSC, RPPM-CS and RM), for the strongly heterogeneous case. These
are calculated both for the ensemble of 500 realisations (right column) and for five
groups of 100 realisations each (average presented in the left column).

Methods compared 100 realisations 500 realisations

SSC vs. RPPM-CS 0.970 0.975
SSC vs. RM 0.983 0.990
RM vs. RPPM-CS 0.975 0.981
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od should depend on the problem under study (e.g., on the degree
of heterogeneity), the detail of the required solution and the
amount of available time to obtain it. By looking at the results of
this comparison study, it is suggested that practitioners should
consider the use of other available inverse methods, instead of
focusing on the very popular Zonation Method (ZM). In this work,
ZM was applied in such a way that each zone includes one integral
scale of Y in the x and y directions. If the aquifer would have been
divided in a larger number of smaller zones, the performance
would have been better.

The authors feel that, given the inherent stochastic nature of the
subsurface, and groundwater modelling in general, it is very
important to quantify the uncertainty of model predictions. The
characterisation of the uncertainty of model predictions should
also become much more common in practical applications [109].
Unfortunately, the assessment of the uncertainty of groundwater
flow and mass transport predictions is still uncommon outside
academia.

6.4. What comes next?

This comparison study helps to gain some insights on the strong
and weak points of different inverse modelling techniques. The de-
tailed definitions of the two test cases analysed here are available
for the readers, and could be used as a benchmark to test other in-
verse conditioning algorithms. Actually, we hope that this study
will trigger more comparisons in a nearby future.



Fig. 11. Comparison measure MWC ðkm2Þ for the different inverse methods and its values calculated for different distance classes. 0–1k means that only the grid cells are
included that are within one integral scale of the boundary, 1k� 2k means that only the grid cells are included that are between one and two integral scales from the
boundary, etc. (left) mildly heterogeneous case, (right) strongly heterogeneous case.

H.J. Hendricks Franssen et al. / Advances in Water Resources 32 (2009) 851–872 869
Given the fact that the studied inverse methods often yield very
similar results (some of them obtain nearly identical results), we
feel that future research should be oriented towards the:

(1) Inverse characterisation of more complex geological forma-
tions exhibiting complex channelling structures. These can
be modelled, e.g., by multi-point geostatistical techniques.
Some on-going research is referenced in Section 1.

(2) Simultaneous identification of multiple parameters (of dif-
ferent types) for different sources of uncertainty. An exam-
ple is the prediction of regional groundwater flow, whose
uncertainty is jointly governed by parameters such as trans-
missivity, recharge rate and quantities associated with inter-
actions between rivers and aquifer. In principle, the
uncertainty of additional parameters could be handled by
including different parameter types in the second term of
Eq. (6), and by optimising ai and lj on the basis of suitable
statistical model selection criteria. Nevertheless, there are
very few studies that take into account the joint calibration
of complex regional models with many different unknown
parameters.

(3) Incorporating additional data sources for inverse condition-
ing. Examples include: natural tracer data, geophysical infor-
mation, two-point connectivity data, remote sensing images
and other new data sources to condition a groundwater flow
and mass transport model.

(4) Inverse modelling of flow and transport problems with more
complicated physico-chemical processes. An example is the
inverse conditioning to concentration data in the case of
reactive transport or multi-phase flow.

7. Conclusions

For two different synthetic cases, corresponding to mildly and
strongly heterogeneous transmissivity fields, seven inverse meth-
ods were used to estimate the mean log-transmissivity and
hydraulic head fields and their corresponding variances. The solu-
tions are then used to predict the catchment of a pumping well and
its associated uncertainty. In both cases, the inverse conditioning is
done on the basis of 25 transmissivity and hydraulic head data,
either irregularly (first test case) or regularly (second test case) dis-
tributed over the flow domain. Our comparison study leads to the
following key conclusions:

(1) In both cases, the MC-based inversion methods (Sequential
Self-Calibration, Regularised Pilot Points Method and the
Representer Method) yield very similar results. Residuals
(difference between predicted ensemble mean and reference
values) obtained by the three inverse MC methods are
strongly correlated, displaying a linear correlation that
increases with the number of stochastic realisations. This
suggests that the small differences between the methods
are most probably related to the stack size, and that the
methods would give almost identical results for a very large
ensemble.

(2) The Regularised Pilot Points Method in its estimation variant
(RPPM-CE) yields similar results to those of the MC-based
inverse methods for most comparison criteria, an exception
being the predictions of transport in the high variance sce-
nario (test case 2). This suggests that, below a certain heter-
ogeneity threshold, a zero-order approximation is sufficient
for obtaining good characterisations of the Y and h fields, as
well as meaningful transport predictions. In addition, the
CPU cost associated with zero-order methods is considerably
lower than that of MC-based or second-order methods (e.g.,
MEM).

(3) The Moment Equations Method yields (both for the mildly
and strongly heterogeneous case) very similar results to
those of MC-based inversion methods, but somewhat
worse results for the characterisation of the hydraulic
head field.

(4) The Semi-Analytical Method (which only estimates the well
catchment) does not match the well catchments as good as
the MC-based inverse methods. Possibly, this problem is
more related to the determination of the location and the
second moment at the stagnation points, than to the large
variance of the Y field of test case 2.

(5) It is found that the popular Zonation Method gives worse
results than the other methods, especially for the large var-
iance case. This can be explained by the rough texture of the
estimated Y field, which does not allow accommodating
strong heterogeneities in a proper way. The use of a large
number of smaller zones helps to alleviate this problem.
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(6) In general, the differences amongst all tested methods are
limited. Then, the fact that the non-MC inverse approaches
use much less CPU time than the MC-based approaches
makes it necessary to balance, on one side, the cost of apply-
ing a certain method and, on the other side, the level of
detail of the required solution.

The comparison presented here is limited to some extent,
mainly because: (1) only one groundwater flow and transport sce-
nario is considered; (2) only parameter uncertainty is accounted
for (measurement and conceptual uncertainties (especially the lat-
ter) are of great importance in real-world applications); (3) for the
sake of simplicity and to facilitate the comparison, the geological
scenarios considered here are simple (real-life heterogeneity is, in-
deed, more complex); (4) uncertainty of other parameters is also
important for practical applications. In short, much remains to be
done. In this work, we have identified some salient features of se-
ven inverse methods. We hope that this comparison will trigger
further research on comparisons between other methods, perhaps
in a more realistic context.
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